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Abstract

It has been a common idea to produce multiscale segmentations to represent the various geographic objects in high-spatial resolution remote sensing (HR) images. However, it remains a great challenge to automatically select the proper segmentation scale(s) just according to the image information. In this study, we propose a novel way of information fusion at object level by combining hierarchical multiscale segmentations with existed thematic information produced by classification or recognition. The tree Markov random field (T-MRF) model is designed for the multiscale combination framework, through which the object type is determined as close as the existed thematic information. At the same time, the object boundary is jointly determined by the thematic labels and the multiscale segments through the minimization of the energy function. The benefits of the proposed T-MRF combination model include: (1) reducing the dependence of segmentation scale selection when utilizing multiscale segmentations; (2) exploring the hierarchical context naturally imbedded in the multiscale segmentations. The HR images in both urban and rural areas are used in the experiments to show the effectiveness of the proposed combination framework on these two aspects.

1. Introduction

High-spatial resolution remote sensing (HR) images provide specific details of the Earth’s surface, while the improved spatial resolution also results in the increase of the intra-class variability (Bruzzone and Carlin, 2006; Myint et al., 2011), bringing the challenge of accurately mapping geographic objects.

To deal with HR images, the geographic object-based image analysis (GEOBIA) has been a widely used method (Hay and Castilla, 2008; Blaschke et al., 2014), in which the HR image is first segmented into homogeneous regions viewed as image objects and the object-based analysis is then performed. A lot of studies have demonstrated the superiority of GEOBIA over pixel-based classification because of the transition of analysis unit from pixel to segmented object (Thomas et al., 2003; Yu et al., 2006; Myint et al., 2011).

Since image segmentation is performed on the spatial similarity or discontinuity of image features to generate homogeneous regions, it is difficult to generate a single segmentation to represent all the geographic objects in an HR image because of the gap between homogeneous segments and heterogeneous geographic objects. A possible solution to this gap is the generation of multiscale segmentations by setting different stopping rules or scale parameters in the segmentation procedure (Baatz and Schäpe, 2000; Benz et al., 2004; Arbelaez et al., 2011; Zhang et al., 2015), in which fine-scale segments are suited for small objects and coarse-scale segments are representing large objects. Another benefit of the multiscale segmentations is to express the hierarchical context from object part, object, object group, and finally to the whole scene as the segments are getting coarser (Lim et al., 2009; Munoz et al., 2010; Ren et al., 2012). This hierarchical context between segmentation scales naturally propagates long-range interactions that may be difficult to capture with pairwise interactions at a certain scale (Munoz et al., 2010). That is because each object at a generic level in the multiscale segmentations is hierarchically related to those at the higher and lower levels (Bruzzone and Carlin, 2006). The multiscale segmentation solution makes the scale parameter playing a key role in segmentation procedure and brings the challenge of optimizing segmentation scale parameter for GEOBIA.
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Originally, the focus of scale parameter optimization is mainly on selecting an optimal scale from a set of segmentation scales by unsupervised evaluation (Espincola et al., 2006; Corcoran et al., 2010; Gao et al., 2011), supervised evaluation (Carleer et al., 2005; Möller et al., 2007; Clinton et al., 2010; Liu et al., 2012; Witharana and Civo, 2014), or object-based classification accuracy (Laliberte and Rango, 2009; Smith, 2010; Gao et al., 2011; Dronova et al., 2012; Yang et al., 2017a,b). Even though segmentation itself is not the end of GEOBIA, the results demonstrate that segmentation scale does affect the effectiveness of the subsequent analysis step in GEOBIA. Usually, neither too fine nor too coarse segmentation scales are preferred. A medium segmentation scale can achieve the best performance in most instances depending on the targets of interest. Furthermore, the negative effect of under-segmentation is generally considered to be worse than that of over-segmentation (Kim et al., 2009; Liu and Xia, 2010; Johnson and Xie, 2013). Even though selecting an optimal scale can help to improve the performance of subsequent classification, the selected scale still contains over-segmented and under-segmented regions because different types of geographic objects may be better represented at different scales. To further overcome this problem, segments at different segmentation scales are selected and combined into a single segmentation to represent the various objects (Chen et al., 2009; Johnson and Xie, 2011; Yang et al., 2017a,b). Another solution could be selecting few meaningful segmentation scales for successive object-based analysis (Dragut et al., 2010, 2014; Yang et al., 2014), which reduces the analysis complexity because fewer segmentation scales are involved.

In addition to performing object-based analysis on a single optimized segmentation scale, it is preferred to perform the analysis directly on multiscale segmentations. A common solution is to employ a multiscale classification approach that classifies different types of objects at the peculiar segmentation scales (Burnett and Blaschke, 2003; Myint et al., 2011; Kim et al., 2011; Dronova et al., 2012), which has shown to achieve higher accuracy than single-scale based classification (Kim et al., 2011). However, it needs to choose appropriate segmentation scale(s) to extract particular objects (Myint et al., 2011), which requires a detailed investigation of segments at each scale, and the procedure can be time-intensive and subjective (Johnson and Xie, 2013). A second multiscale analysis solution is to stack the features of nested multiscale segments into a feature vector for classifying the finest unit in the segmentation hierarchy (Bruzzone and Carlin, 2006; Johnson and Xie, 2013). The improvement of classification accuracy demonstrates the effectiveness of multiscale segmentations on providing spatial context information. However, the hierarchical context within multiscale segmentations is not exploited because the links between segments at different levels are not utilized. The importance of each segmentation scale to specific land cover class is also not clear and the result is still sensitive to the selected multiscale segmentations, especially to the coarse-scale segmentations. A third multiscale analysis solution is to integrate the multiscale segments into the Markov random field (MRF) classification task as a data fusion problem (Moser et al., 2013). However, each segmentation map in the MRF framework is viewed as a distinct information source without taking advantage of the hierarchical context. Furthermore, the effectiveness of segmentation scale on the final classification result is not very clear.

In addition to the above multiscale analysis methods, we can also utilize the segmentation results by combining them with the classification result, achieving the fusion of thematic and spatial information (Tarabalka et al., 2010; Fauvel et al., 2013; Zhang et al., 2013; Konstantinidis et al., 2017). Usually, the combination work is performed on a single segmentation scale. The majority voting strategy is widely adopted for combination. Each region in a segmentation map is assigned to the most frequent class within it. The combination approach retains the accurate image classification while integrating the spatial information provided by segments, which has been proved to be an accurate, simple, and fast technique (Fauvel et al., 2013). However, the combination with a single segmentation is still sensitive to the selected segmentation scale (Tarabalka et al., 2012). Moreover, the segments control the object boundaries as a hard constraint, where the errors in a single segmentation result could directly propagated to the combination result.

Hence, we propose a novel information fusion method to combine multiscale segmentations with thematic information in a tree-MRF (T-MRF) model. The MRF model is defined on a tree representing the hierarchical multiscale segmentations and is thus called as T-MRF. The object boundaries in the combination result is jointly determined by the multiscale segmentations in the T-MRF model rather than purely constrained by a single segmentation. One benefit of the T-MRF model is to reduce the sensitivity of segmentation scales when utilizing multiscale segmentations. Another benefit is to provide an explicit way to explore the hierarchical context within multiscale segmentations by the optimization procedure that involves all the segmentation scales in the tree. The followed Section 2 presents the details of the multiscale combination model based on T-MRF. The datasets and experimental results are shown in Section 3. Section 4 presents the discussion and Section 5 draws the conclusions of this study.

2. Method

2.1. Overview

The basic idea of the proposed multiscale combination model is shown in Fig. 1. The entire workflow of the combination model is presented as Fig. 2. Firstly, a land-cover classification or object recognition map is generated, in which the class labels of each analysis unit are obtained, to represent the thematic information for this model. The focus of this step is usually to distinguish different land cover classes but neglect obtaining accurate object boundaries. Concurrently, hierarchical multiscale segmentation maps are generated by a nested multiscale segmentation method and represented as a segmentation tree. The segmentation step focuses on exploiting the spatial context to determine accurate boundaries while the class labels are usually not known. The thematic information and the segmentation tree are then combined to jointly determine the class labels and boundaries of geographic objects. During the combining procedure, the object labels are determined to be as close as those in the thematic information and at the same time, the object boundaries are jointly determined by the thematic labels and the saliency of the multiscale segments at each location.

2.2. Thematic information generation

The thematic information is represented as the land-cover class labels of each pixel. It could be either the image classification result that covers the entire scene or the object detection result that only involves several objects in the scene. Several strategies, e.g. land-cover classification based on pixels or over-segmented regions, object recognition or detection, information extraction, can be applied to obtain the thematic information. Generally, the quality of the thematic information would positively relate to the accuracy of the multiscale combination result. In this study, we are not focusing on improving the accuracy of the thematic information itself, but aiming at utilizing multiscale segmentations based on the thematic information. To serve as an example of thematic information, the pixel-based classification using the support vector machine (SVM) classifier (Chang and Lin, 2011) is adopted in the
between segments at adjacent scales. The leaf nodes represent a parent and a child node represents the inclusion relation between levels represent segments at different scales. An arc connecting the textural features of variance, homogeneity, contrast, and entropy from grey-level co-occurrence matrix (GLCM) (Haralick et al., 1973) are formed into the feature vector. The radial basis function kernel is used for SVM. The parameters of $C$ and $\gamma$ are tuned manually. The format of the classification result could be class probability or class label in the combination model, and the later one is adopted in this study.

2.3. Hierarchical multiscale segmentation

The hierarchical multiscale segmentations are composed of multiple segments from fine to coarse at each location, in which the small objects are supposed to be represented by fine segments at certain segmentation scales and the large objects are represented by coarse segments correspondingly. Furthermore, a fine-scale segment smaller than an real object is supposed to represent a part of the object, while a coarse-scale segment larger than an real object is to represent an object group. A preliminary requirement for the multiscale segments is that the segments at the same location should be nested. Otherwise the object boundaries would be confused when combining or fusing the multiscale segments.

The hierarchical multiscale segmentations are represented by the segment tree model as shown in Fig. 1. The tree nodes at different levels represent segments at different scales. An arc connecting a parent and a child node represents the inclusion relation between segments at adjacent scales. The leaf nodes represent the segments at the finest scale, and the nodes at upper levels represent segments at coarser scales. Finally the root node represents the whole image. An ancestry path in the tree is defined as the path from a leaf node up to the root node, revealing the transition from object part to the whole scene. The hierarchical context of each leaf node is conveyed by the ancestry path, in which a segment is gradually getting coarser and finally reaching the whole image.

Several region-based segmentation methods could be applied to produce the required hierarchical multiscale segmentations, e.g. multi-resolution segmentation method (Baatz and Schäpe, 2000), binary partition tree method (Salembier and Garrido, 2000), mean-shift method (Comaniciu and Meer, 2002), and hierarchical method (Arbelaez et al., 2011). Specially, the binary partition tree method (Salembier and Garrido, 2000) is also suited to the proposed combination method as it naturally produces a segment tree by iteratively recording the new region merged from two adjacent regions as a parent node. However, since the multiscale segmentation strategy is widely used in remote sensing applications, we do not adopt the binary partition tree method but build the segment tree based on multiscale segmentations. Specifically, the hybrid region merging method (Zhang et al., 2014) is used as the segmentation method, which combines the advantages of both the local- and global-oriented region merging methods. To produce nested multiscale segments, the strategy of setting adaptively increased scale parameters (Zhang et al., 2015) is adopted to control the segmentation procedure, where a set of increased scale parameters is automatically generated and the segments at coarser scales are generated by merging segments at next finer scale to make the multiscale segments nested. The regions in each segmentation are represented by the nodes at the same level in the segment tree. Finally the segment tree is constructed by recording the multiscale segmentations.

2.4. T-MRF combination model

The multiscale combination model has two objectives: one is to determine the object label as close as possible to the initial thematic information, and the other is to jointly determine the object boundaries by the thematic labels and the multiscale segments at each location. These objectives are respectively achieved by the unary potential and the pairwise potential in the energy function of the T-MRF model, which is defined on the segmentation tree. All the tree nodes and arcs are involved in the energy function. The T-MRF model proceeds to optimize the labels of all the segments in the tree.

The energy function $\phi(Y)$ of the T-MRF model is defined as Eq. (1), where $Y$ represents the class labels, the unary potential $\phi^u(Y)$ indicates the cost of assigning a label to the $i$th segment at the $l$th

![Fig. 1. Schematic diagram of the proposed multiscale combination framework. The multiscale segmentations are represented by a segment tree. The tree nodes are represented by the circles. The red and green circles in the segment tree indicate the root and leaf nodes, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)](image)

![Fig. 2. Flow chart of the proposed multiscale combination framework.](image)
level \( S_l \) in the tree, and the pairwise potential \( \phi^p(Y_{l'}, Y_{l+p}) \) indicates the cost of assigning labels to \( S_l \) and its parent segment \( S_{p} \). The weight parameter \( \omega \) is to balance the two potentials. The unary and pairwise potentials are jointly represented by \( \phi(Y_{l'}, Y_{l+p}) \), which is convenient for expression in followed Eqs. (6) and (7).

\[
\phi(Y) = \sum_{l} \phi(Y_{l'}, Y_{l+p}) = \sum_{l} \phi^u(Y_{l'}) + \omega \sum_{l} \phi^p(Y_{l'}, Y_{l+p}) \tag{1}
\]

\[
\phi^u(Y_{l'}) = \sum_{(a,b) \in S_l} (1 - I(Y_{l'}, L(a, b))) \tag{2}
\]

The unary potential controls the segment label to be close to the existed thematic information and thus defined as Eq. (2), where \( L(.) \) is an identification function, whose value is 1 if the existed thematic label of a pixel \((a, b)\) in \( S_l \) is same as that of the segment label \( Y_{l'} \), otherwise the function value is 0. According to Eq. (2), the unary potential value would be small if the label of the segment is same as that of most pixels within this segment. In the extreme case, when the existed thematic label of all the pixels in a segment is “water”, then the unary potential value is 0 if the segment label is assigned as “water” while it is 1 if assigned as other class labels.

\[
\phi^p(Y_{l'}, Y_{l+p}) = \begin{cases} 
-|S_l|(1 - h_l^2), & \text{if } Y_{l'} = Y_{l+p} \\
|S_l|(1 - h_l^2), & \text{if } Y_{l'} \neq Y_{l+p} 
\end{cases} \tag{3}
\]

\[
h_l^2 = \exp \left( -2/|\text{Std}_{S_l} - \text{Std}_{S_{l+p}}| \right) \tag{4}
\]

The pairwise potential jointly controls the labels of parent-child nodes in the segment tree as defined in Eq. (3). The saliency of a segment is defined in terms of the difference to its parent in the tree as Eq. (4). We suppose that as the growing of the segments within an ancestry path, a suddenly significant change of the homogeneity would indicate the merging of other types of objects. The segment right before this change is viewed as salient. The homogeneity of a segment is defined as the spectral standard deviation (Std) of the pixels within it. By combining Eqs. (3) and (4), if the segment \( S_l \) is salient, assigning a different label to its parent \( Y_{l'} \neq Y_{l+p} \) is preferred to lower the cost, while if the segment is not salient, it is preferred to assigning the same label to its parent \( Y_{l'} = Y_{l+p} \). This constraint helps reduce the risk of separating a salient segment into different thematic classes. A similar saliency-driven method has been utilized for unsupervised segmentation scale selection (Chen et al., 2009; Drgut et al., 2010), where the saliency is viewed as a “hard” constraint by selecting segmentation scale with the highest saliency. While in our study, the saliency serves as a “soft” constraint in the pairwise potential and the final combination result would also consider the existed thematic information in the unary potential. Additionally in Eq. (3), the area of a segment \( S_l^j \) is included in the pairwise potential, which results in a great influence to the energy function for a large segment when changing its label.

### 2.5. Energy function minimization

The energy function is minimized to assign the optimal labels to each node in the segment tree. Since the tree structure has no loops, it enables to globally minimize the energy function using the sum-product message passing algorithm (Kschischang et al., 2001; Borenstein and Ullman, 2008) as described below.

According to Eq. (1), the energy function is decomposed into local terms of \( \phi^u(Y_{l'}) \) for each node and \( \phi^p(Y_{l'}, Y_{l+p}) \) for each arc in the tree. The computation proceeds by sending messages between neighboring nodes in the segment tree, which is composed of a bottom-up and a top-down phase. It starts from the leaf nodes and iteratively passes to the root during the bottom-up procedure, and each node \( S_l^j \) sends a message \( m_{{l-1}...{l}^j}(Y_{l'}) \) to its parent \( S_{p}^j \). Successively, the top-down procedure starts proceeding from the root node and recursively to the leaf nodes, in which each node receives a message \( m_{{l-1}...{l}^j}(Y_{l'}) \) from its parent. The optimal label of each node within the energy function is given by minimizing the summation of the bottom-up message it sent to and the top-down message received from its parent, as shown in Eq. (5). Specially, during the top-down passing phase, the segments are optimally labeled starting from the root node and progressing to the finest leaf nodes according to Eq. (5). The leaf nodes thus receive all the hierarchical context information from its upper nodes in the ancestry path and are output as the final combination result.

\[
m(Y_{l'}) = m_{{l-1}...{l}^j}(Y_{l'}) + m_{{l-1}...{l}^j}(Y_{l'}) \tag{5}
\]

\[
m_{{l-1}...{l}^j}(Y_{l'}) = \sum_{i=1}^{I} \min \left\{ m_{i-1...i}(Y_{l'}), \phi(Y_{l'}), Y_{l'} \in (1, 2, \ldots, n_i) \right\} \tag{6}
\]

\[
m_{{l-1}...{l}^j}(Y_{l'}) = \min \left\{ \sum_{i=1}^{I} \min \left\{ m_{i-1...i}(Y_{l'}), \phi(Y_{l'}), Y_{l'} \in (1, 2, \ldots, n_i) \right\}, \phi(Y_{l'}), Y_{l'} \in (1, 2, \ldots, n_i) \right\} \tag{7}
\]

How to calculate the messages in Eq. (5) is explained as followed. The message passing paths of calculating these messages are presented in Fig. 3. Supposing that there are \( n_i \) thematic classes in a specific combination task, a message consists of \( n_i \) values with each value for a thematic class label. The bottom-up message from a node \( S_l^j \) to its parent \( S_{p}^j \) is locally computed from the messages arriving from all its child nodes \( (S_{l'}^j) \), as shown in Eq. (6). The top-down message arriving to \( S_l^j \) from its parent \( S_{p}^j \) is also locally calculated as Eq. (7), involving the messages from the parent \( S_{p}^j \) and all the descendents of \( S_{p}^j \) except for \( S_l^j \). There are two special cases to calculate messages for the leaf and the root node.
To calculate bottom-up message for a leaf node, its child nodes are lacked. To calculate the messages for the root node, its parent node is viewed as itself.

3. Experiments

The experiments are designed to show the effectiveness of the multiscale combination model on reducing the dependency of segmentation scale selection and the benefit of utilizing the hierarchical context within multiscale segmentations. The sensitivity of segmentation scales is firstly analyzed in terms of the coarseness, interval, and number of segmentation scales. The combination weight in the energy function is then evaluated to show the trade-off between the existed thematic information and the multiscale segmentation during the combination procedure. Finally, the multiscale combination result is compared with single-scale combination result to highlight the effectiveness of utilizing the hierarchical context.

To implement the proposed combination model, the steps of multiscale segmentation and multiscale combination are fulfilled by the C# programming language. The codes are available upon request. Since the thematic information is task dependent and could come from various sources, we do not specially write codes to generate thematic information. It is obtained by the SVM classifier imbedded in the commercial software ENVI in this study.

3.1. Datasets

A WorldView-2 image and an IKONOS-2 image are used in the experiments. To clearly show the results, two subsets from each of the image are selected and shown in Fig. 4. The details of the images are presented in Table 1. The spatial resolution of the subset from the WorldView-2 image is 2 m, represents the rural landscape with villages surrounded by large-area croplands with windbreaks. The main land cover classes include buildings, other impervious area, cropland, tree, and water. The spatial resolution of the subset from the IKONOS-2 image is 1 m after pansharpening, representing the complex urban landscape with buildings of various sizes, shapes, and roof materials. The main land cover classes in this image include building, other impervious area, tree, and grass. Since the building shadows are clearly presented in the image, the shadow is viewed as a separate class in the result.

As a preparation for the multiscale combination, the SVM classification is first applied to each image as described in Section 2.2 to obtain the thematic information. There are 80 training pixels for each land cover class in the WorldView-2 image. Since the IKONOS-2 image is of greater complexity, more training pixels are involved in the classification procedure than that of the WorldView-2 image. Specifically, there are 2800 training pixels for each class of building and other impervious area, and 400 training pixels for each of the other three classes. The multiscale segmentations are produced by the hybrid region merging method described in Section 2.3. To produce multiple segmentation scales for the successive analysis, the finest segmentation scale is firstly generated with apparent over-segmentation. The number of segments at the next coarser scale is approximately half of the former scale. The coarsest scale only contains tens of segments, which is apparently under-segmented in terms of objects and represents object groups. Totally, there are 14 and 13 segmentation scales produced for the WorldView-2 and IKONOS-2 image, respectively. The serial number ($SN$) and the corresponding segment number ($N$) of each segmentation scale are presented in Table 2. To quantitatively evaluate the combination results, the reference areas are manually delineated for each land cover class in the images and shown in Fig. 4. Totally, there are 58 and 110 reference objects for the WorldView-2 and IKONOS-2 image, covering 15.9% and 13.9% of the whole image area, respectively. The measures of overall accuracy ($OA$) and Kappa coefficient in terms of all land cover classes are calculated to reveal the quality of combination results.

3.2. Sensitivity of segmentation scales

The segment tree is composed of multiscale segmentations. The sensitivity analysis in this part is to indicate how to construct an effective segment tree for the multiscale combination model. The combination weight $\omega$ in the energy function of Eq. (1) is set as the default value of 1 for the analysis.

We first analyze the influence of the fine-scale and coarse-scale segmentations in the tree to the combination results. To show the fine-scale influence, different finest segmentation scales are set given the same coarsest segmentation scale. For example, the $SN$ of the coarsest scale ($SN_{coarsest}$) is given as 14 for the WorldView-2 image, and the $SN$ of the finest scale $SN_{finest}$ is set from 1 to 13. Then the segmentation scales between $SN_{coarsest}$ and $SN_{finest}$ are all integrated in the segment tree. A similar strategy is used to show
the coarse-scale influence by setting different $SN_{\text{coarsest}}$ given the $SN_{\text{finest}}$ as 1. The accuracies of the combination results based on the different segment trees are then evaluated. The results for the two test images are shown in Fig. 5, where each column shows the accuracy change by setting different $SN_{\text{coarsest}}$ and each row shows the accuracy change by setting different $SN_{\text{finest}}$. We can see from Fig. 5 that the accuracy change in each column is small, indicating the low sensitivity of the coarse-scale segmentations. While the accuracy presents apparent decrease in the first several rows when $SN_{\text{finest}}$ is greater than a certain value, indicating the great sensitivity of the fine-scale segmentations if they are too coarse to represent the geographic objects.

To clearly show the accuracy change in Fig. 5, the accuracy values in the first row and the first column are presented as curves in Fig. 6. Given $SN_{\text{finest}}$ as 1, the accuracy is slowly increased at first and then keeps steady as $SN_{\text{coarsest}}$ is getting large, which indicates that the coarse-scale segmentations in the segment tree should be coarse enough and too coarse segmentation scale would not greatly do harm to the combination results. However, given $SN_{\text{coarsest}}$, the accuracy first keeps steady and then decreases rapidly as $SN_{\text{finest}}$ is increasing. Specifically, the smallest $SN_{\text{finest}}$ leading to rapid decrease is 10 and 7 for the WorldView-2 and the IKONOS-2 image, respectively. From visual analysis we can find that the segmentation with $SN$ greater than 10 for the WorldView-2 image and greater than 7 for the IKONOS-2 image appears apparent under-segmentation, as shown in Fig. 7. This indicates that the fine-scale segmentations in the segment tree should be fine enough and avoid being under-segmented.

Once the sensitivity of the $SN_{\text{finest}}$ and $SN_{\text{coarsest}}$ has been understood, what is the influence of the internal segmentation scales to the combination results? To answer this question, the sensitivity of the scale intervals and the number of segmentation scales in the segment tree is then analyzed. To show the influence of the scale interval, a set of segment trees is produced for each scale interval with different number of segmentation scales. For example, to form the set of segment trees for the WorldView-2 image at scale interval of 3, the segment trees could be composed of segmentation scales $\{1, 4, 7, 10\}, \{2, 5, 8, 11\}, \ldots, \{5, 8, 11, 14\}$ when the number of segmentation scales is 4. The maximum and the medium accuracy values of the combination results from the set of segment trees for each scale interval are calculated and shown in Fig. 8. Generally, the influence of scale interval to the multiscale combination results is not great. The OA change range is restricted to 0.005 and 0.01 for the WorldView-2 and the IKONOS-2 image, respectively. Within the small change range of OA, it is preferred not to set the scale interval too large, which could decrease the combination accuracy, especially for the IKONOS-2 image in urban area.

Table 1
Details of the experimental HR images.

<table>
<thead>
<tr>
<th>Satellite</th>
<th>Acquisition date</th>
<th>Size (pixel)</th>
<th>Spatial resolution</th>
<th>Spectral bands</th>
<th>Landscape</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>WorldView-2</td>
<td>May 20, 2010</td>
<td>1217 x 1006</td>
<td>2 m</td>
<td>B, G, R, NIR</td>
<td>Rural</td>
<td>Xuzhou, China</td>
</tr>
<tr>
<td>IKONOS-2</td>
<td>June 18, 2009</td>
<td>750 x 750</td>
<td>1 m</td>
<td>B, G, R, NIR</td>
<td>Urban</td>
<td>Nanjing, China</td>
</tr>
</tbody>
</table>

Table 2
Produced hierarchical multiscale segmentations, where $SN$ and $N$ represent the serial number and the number of segments of each segmentation scale, respectively.

<table>
<thead>
<tr>
<th>WorldView-2 image</th>
<th>IKONOS-2 image</th>
</tr>
</thead>
<tbody>
<tr>
<td>$SN$</td>
<td>$N$</td>
</tr>
<tr>
<td>1</td>
<td>30,476</td>
</tr>
<tr>
<td>2</td>
<td>18,905</td>
</tr>
<tr>
<td>3</td>
<td>11,827</td>
</tr>
<tr>
<td>4</td>
<td>7853</td>
</tr>
<tr>
<td>5</td>
<td>4882</td>
</tr>
<tr>
<td>6</td>
<td>2851</td>
</tr>
<tr>
<td>7</td>
<td>1461</td>
</tr>
<tr>
<td>8</td>
<td>27,788</td>
</tr>
<tr>
<td>9</td>
<td>14,468</td>
</tr>
<tr>
<td>10</td>
<td>8457</td>
</tr>
<tr>
<td>11</td>
<td>5008</td>
</tr>
<tr>
<td>12</td>
<td>3044</td>
</tr>
<tr>
<td>13</td>
<td>1650</td>
</tr>
<tr>
<td>14</td>
<td>865</td>
</tr>
</tbody>
</table>

Fig. 5. Sensitivity of the coarseness of the segmentation scales for the proposed multiscale combination framework. (a) The WorldView-2 image, (b) the IKONOS-2 image.
To analyze the sensitivity of the number of segmentation scales, a set of segment trees is generated for each number of segmentation scales (\(n_s\)) by selecting all possible \(n_s\) segmentations from the produced segmentations in Table 2. For example, in order to generate the set of segment trees for the WorldView image given \(n_s = 2\), the number of trees in the set is \(C^2_{14} = 91\). The maximum and the medium OA values are calculated for the segment tree set of each \(n_s\) and presented in Fig. 9. Generally, the influence of
scale number is also not great as the change range of accuracy is within 0.01 and 0.005 for the maximum and the medium OA values, respectively. In terms of the medium OA value, a small number of segmentation scales in the segment tree could result in relatively low accuracy. While in terms of the maximum OA value, the OA value slowly increases at first and then shows a relatively rapid decrease after reaching the highest value, which shows that it is not assured to achieving higher combination accuracy by integrating more segmentation scales.

3.3. Influence of combination weight

The combination weight $\omega$ in the energy function of Eq. (1) serves as a trade-off between the existed thematic information and the multiscale segmentations. Theoretically, a larger weight would result in a stronger effectiveness of the context in the multiscale segmentations, while a smaller weight would bring a weaker effectiveness of the context.

Given the scale interval as 1, a set of segmentation trees are generated with different numbers of segmentation scales. Different combination weights are applied to the set of trees and the maximum OA values for each combination weight are presented in Fig. 10. Within the given range of $\omega$, the change of OA values can reach 0.015, indicating a relatively greater influence to the multiscale combination results than that of the scale interval (Fig. 8) and the scale number (Fig. 9). From Fig. 10, we can see that a medium $\omega$ value is preferred as both the small and large $\omega$ values could decrease the combination accuracy. To further show how the combination result is influenced by the context in multiscale segmentations, the change of OA values as the coarsening of the coarsest segmentation scale in the segment tree is presented in Fig. 11. It can be clearly seen that the accuracy differences caused by $\omega$ values are gradually enlarged as the increase of $SN_{\text{coarsest}}$. This shows the increase of sensitivity of the combination weight as the segmentation scale is getting coarse, revealing that if coarser segmentation scales are integrated in the segment tree, the combination weight needs to be set more carefully than that for finer cases.

A subset of the WorldView-2 image is zoomed into show the combination results by setting different $\omega$ values (Fig. 12). To further explain the influence of the context in segmentations, four multiscale segmentations in the same region are also presented in Fig. 12. As the $\omega$ value increases, the local details, e.g. isolated small objects, are merged into its adjacent regions resulting from the enhancement of the context in multiscale segmentations. If the $\omega$ value is too large (e.g. $\omega = 4$), the strong context influence, especially the under-segmented regions in the coarse segmentations, makes the combination result over-smoothed. While if the $\omega$ value is too small, the context would not contribute to the combination result. Hence, a proper $\omega$ value would be an important parameter to be set for the proposed multiscale combination procedure.

3.4. Comparisons

The multiscale combination framework is proposed to utilize the context information in multiscale segmentations, which consists of the spatial context by each segment and the hierarchical context by the multi-level segments in the segment tree. To highlight the effectiveness of the hierarchical context, the single-scale combination method is adopted for comparison, which combines
the thematic information with a single segmentation to refine the existed thematic information by exploring the spatial context in the single segmentation (Fauvel et al., 2013). The majority voting strategy is used for the single-scale combination.

The accuracy changes as the coarsening of segmentation scale are presented in Fig. 13. The single-scale combination result is highly dependent on the segmentation scale as its accuracy shows a slightly increase at first and then decreases rapidly as the segmentation is getting coarser. However, given the finest segmentation scale, the multiscale combination result shows no significant changes by adding coarser segmentation results in the segment tree. This further shows the benefit of utilizing hierarchical context.

![Fig. 11. Changes of OA with increased SN of the coarsest scale by setting different combination weight (ω) values, (a) the WorldView-2 image, (b) the IKONOS-2 image.](image1)

![Fig. 12. Multiscale combination results of a subset of WorldView-2 image by setting different combination weight values. The first row presents the combination results and the second row shows the multiscale segmentation results in the combination procedure.](image2)

![Fig. 13. Changes of the accuracy for the single-scale and the multiscale combination results with the increase of scale parameter, (a) the WorldView-2 image, (b) the IKONOS-2 image.](image3)
to reduce the sensitivity on segmentation scales for the multiscale combination procedure.

It can also be seen in Fig. 13 that the highest accuracies between the single-scale and multiscale combination results are not very different. The highest accuracies for the two combination strategies are presented in Table 3. The pixel-based classification serves as the existed thematic information for the combination procedure. The great accuracy difference between the pixel-based

<table>
<thead>
<tr>
<th>Image</th>
<th>OA</th>
<th>Pixel-based classification</th>
<th>Single-scale combination</th>
<th>Multiscale combination</th>
</tr>
</thead>
<tbody>
<tr>
<td>WorldView-2</td>
<td>0.907</td>
<td>0.940</td>
<td>0.940</td>
<td>0.949</td>
</tr>
<tr>
<td>IKONOS-2</td>
<td>0.802</td>
<td>0.879</td>
<td>0.879</td>
<td>0.891</td>
</tr>
</tbody>
</table>

Fig. 14. Comparison of results with different combination methods. The pixel-based classification result, the single-scale combination result, and the multiscale combination result are shown in the first to third rows, respectively. Left: the WorldView-2 image, right: the IKONOS-2 image.
classification and the single-scale combination indicates the effectiveness of the spatial context in the segmentation result. The accuracy difference between the single-scale and the multiscale combination results indicates the effectiveness of the hierarchical context in the multiscale segmentations, which shows weaker influence than that of the spatial context. We can also see that the WorldView-2 image achieves higher accuracy than that of the IKONOS-2 image, which should be resulted from the different land cover distributions. Specifically, the land cover classes of the rural area in the WorldView-2 image have apparently lower intra-class variability than those of the urban area in the IKONOS-2 image, as shown in Fig. 4.

The single-scale and multiscale combination results with the highest accuracy are presented in Fig. 14 to further show the difference. Comparing the pixel-based classification with the single-scale combination results, the “salt-and-pepper” phenomenon is apparently removed in the single-scale combination result. Comparing the single-scale with the multiscale combination results, the multiscale combination result tends to preserve more details and produce complete objects in certain regions. Three subsets from the two images are zoomed in and presented in Fig. 15 to clearly show the differences between the two combination strategies. In the first subset of the WorldView-2 image, the pixel-based classification results in many errors to classify the cropland as building or other impervious area because of the high spectral relectance. The single-scale combination result produces a building object and an object marked as other impervious area because this cropland area is segmented into several regions in the single segmentation. However, the multiscale combination result produces a complete cropland object as the influence of the coarse segments in the segment tree. In the second subset of the WorldView-2 image, the under-segmentation in the single segmentation leads to the wrong labeling of buildings as other impervious area and the elimination of small tree objects surrounded by buildings. However, the multiscale combination result avoids the wrong labeling and preserves the details of the small tree objects by integrating fine-scale segmentations in the segment tree. In the third subset of the IKONOS-2 image, the single-scale combination result incorrectly labels several building objects as other impervious area because most pixels within the building objects are incorrectly classified as other impervious area in the pixel-based classification result, while the multiscale combination result can amend these wrong classifications by receiving the context information from coarse segments in the segment tree.

4. Discussions

A significant benefit of the proposed multiscale combination model is to reduce the sensitivity of segmentation scales. As demonstrated in the experiment (see Figs. 5 and 6), the addition of very coarse segmentations into the segment tree would not do harm to the combination results. The fine-scale segmentations in the segment tree would not negatively influence the combination results if they are over-segmented. Both the scale interval and the number of segmentation scales would not significantly influence the combination results (Figs. 8 and 9). The low sensitivity of segmentation scales of the proposed multiscale combination method is further demonstrated by comparing with the single-scale combination method (Fig. 13). Usually, the GEOBIA methods, e.g. object-based classification (Kim et al., 2009; Gao et al., 2011), single-scale combination (Zhang et al., 2013; Konstantinidis et al., 2017), and multiscale analysis (Myint et al., 2011; Dronova et al., 2012; Johnson and Xie, 2013), are sensitive to the selected segmentation scale(s). The proposed T-MRF model intrigues a new way to reduce the dependence of scale selection by integrated utilization of multiscale segmentations.

Another benefit of the proposed multiscale combination model is to utilize the hierarchical context within the multiscale segmentations. It has been evaluated that the spatial context in the seg-
mented regions can help remove the “salt-and-pepper” phenomenon to refine classifications by the studies of single-scale combination (Tarabalka et al., 2010; Fauvel et al., 2013). Even though the additional utilization of the hierarchical context does not result in an apparent increase of accuracy (Table 3), it can help to preserve detailed objects by the integration of the fine-scale segmentations in the segment tree and to generate complete objects by the received context from the coarse segments in the segment tree (Figs. 14 and 15). Furthermore, the low sensitivity of segmentation scales of the proposed multiscale combination model could result from the hierarchical context by exploring the saliency of the segments in each ancestry path. Nevertheless, the proposed model provides an explicit way to explore the hierarchical context, which is not illustrated by existed multiscale analysis studies (Bruzzone and Carlin, 2006; Moser et al., 2013). It deserves to further explore the benefit of the hierarchical context in GEOBIA.

The multiscale combination model aims to produce combination result as close as possible to the existed thematic information and at the same time determine the object boundary by utilizing the context information in multiscale segmentations. The weight parameter \( \omega \) in the T-MRF energy function serves as a trade-off between the two aspects. A medium weight value is suggested to set according to the experimental results to achieve a proper balance (Fig. 12). The results also show that the influence of the combination weight parameter is relatively greater than that of the segmentation scales (Fig. 10), and needs to be carefully set especially at the case that too coarse segments are integrated in the segment tree. However, the interactions between the classification and segmentation results are not apparently presented by analysis of the combination weight, which needs to be further explored in the future to better fusing the thematic and context information.

The computational complexity should be an important issue for the proposed method. Since the segment tree model has no cycles, the global optimization of the T-MRF energy function can be achieved by a bottom-up message passing and followed by a top-down message passing. During the passing procedures, both the bottom-up and the top-down messages are calculated locally as shown in Fig. 2. Hence the computational complexity of the multi-scale combination model is linear to the number of nodes in the segment tree. It is described as \( O(2^N) \), where \( \beta \) denotes the computational complexity of calculating the local messages, \( N \) is the number of nodes in the segment tree.

The pixel-based classification is explored as an example to serve as the existed thematic information for the combination model. It is noted that the thematic information is not restricted to the classification results. Other thematic information, e.g. object detection results, thematic index thresholding results, can be utilized in the multiscale combination model for refinement. The benefits of the proposed model on refine other types of thematic information needs to be further demonstrated in the future.

5. Conclusions

A T-MRF model was explored to combine the thematic information and the multiscale segmentations in this study. The combination result is produced by minimizing the T-MRF energy function defined on a segment tree, achieving the trade-off between the existed thematic information and the context information to determine object types and boundaries. The advantage of the proposed model is to utilize the spatial and hierarchical context in multiscale segmentations to refine existed thematic information. The experimental results on HR images in both urban and rural areas demonstrate the benefits of the proposed combination model on reducing the sensitivity of segmentation scales and the explicit utilization of hierarchical context. The future works would focus on improving the multiscale combination model by further exploring the hierarchical context and demonstrating the effectiveness on other types of thematic information.
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