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Abstract
A fast hierarchical segmentation method (FHS) for high-resolution remote sensing (HR) image is proposed in the paper. FHS is completely unsupervised. It is characterized by two aspects. First, the hierarchical segmentation process is accelerated by the improved linear nearest neighbor graph (LNNG) model and the segment tree model. It runs faster than other existing hierarchical segmentation methods, and can produce multi-resolution segmentations in time linear to the image size. Second, an adaptive edge penalty function is introduced to formulate the merging criterion, serving as a semantic factor. A set of QuickBird, WorldView, and aerial images is used to test the proposed method. The experiments show that the multi-resolution segmentations produced by FHS can represent objects at different scales very well. Moreover, the adaptive edge penalty function helps to remove meaningless weak edges within objects, enclosing the relation between segments and real-world objects.

Introduction
Since the within-class variability is increased in high-resolution remote sensing (HR) images, object-based image analysis (OBIA) has become the principle method to handle them (Blaschke, 2010). Image segmentation is to partition the image into a set of spatially contiguous regions. The segmented regions are viewed as image objects, which serve as the basis for OBIA.

In HR images, different objects can emerge at various scales. For example, detailed objects such as trees and houses emerge at finer scales, and main structures such as forests and urban areas are identified at coarser scales. Hence, image segmentation should be able to produce multi-scale segments and form the segment hierarchy for successive analysis (Beaulieu and Goldberg, 1989). Moreover, in the hierarchy, multi-scale objects at the same location should be nested (Benz et al., 2004).

Among various segmentation methods (Pal and Pal, 1993; Cheng et al., 2001; Yang and Kang, 2009; Dey et al., 2010), the hierarchical method is a good choice for constructing the image object hierarchy for an HR image. It follows the stepwise optimization rule and has strong constraint for the optimization problem (Beaulieu and Goldberg, 1989). The hierarchical segmentation method can produce not just one, but a sequence of partitions, forming the segment hierarchy; in initial segmentations, detailed objects are preserved, while only main structures remain in latter segmentations. Moreover, as the coarser segments in latter segmentations are produced by merging adjacent regions in former ones, the multi-scale segments are nested. Hence, the hierarchical segmentation method is widely used for segmenting color images (Haris et al., 1998; Arbelaez et al., 2011), HR images (Trias-Sanz et al., 2008; Gaetano et al., 2009; Li et al., 2010) and SAR images (Yu and Clausi, 2007; Carvalho et al., 2010).

However, hierarchical segmentation is time-consuming due to the search of the most similar pair of adjacent regions within the whole image domain. In order to save the segmentation time, Kurita (1995) proposed to store dissimilarities of all the pairs of adjacent regions in a heap, rather than in a list, making the complexity decreased from $P \log(P)$, where $P$ was the number of adjacent region pairs. Beaulieu (1990) chose to store the best neighbor of each region in a list. Then, the length of the list was reduced to $N$, where $N$ is equal to the number of regions. In the work of Haris et al. (1998), the nearest neighbor graph (NNG) was introduced, in which only the distance between mutual best neighbors was added in a heap. The height of heap was further reduced, but it had to scan a second-order neighborhood. A region growing engine (SEGEN) was proposed by Gofman (2006), in which the best neighbor of each segment was recorded in a priority queue. SEGEN need not scan the second-order neighborhood, but the queue height was larger than that of NNG.

In other works, different features, such as spectral homogeneity, shape (Baatz and Schäpe, 2000), texture (Ryherd and Woodcock, 1996; Hu et al., 2005), and structural features (Pesaresi and Benediktsson, 2001; Akçay and Aksoy, 2008), have been used for remote sensing image segmentation. However, it is still difficult to define suitable feature with semantic meaning for HR image. The feature of edge strength was adaptively integrated in the region growing process as a semantic factor by Yu and Clausi (2008). The graduated increase edge penalty (GIEP) was proposed, and the results were appealing. But in their work, the edge penalty served as the parameter of spatial context model in the framework of Markov random field (MRF), and the incremental schedule was just determined to be experimentally satisfactory.

The objective of this paper is twofold. First, the linear nearest neighbor graph (LNNG) model is proposed to accelerate the hierarchical segmentation process. The segment tree model is adopted to represent the segment hierarchy, which
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can produce multi-resolution results without repeating the time-consuming hierarchical segmentation process. Second, the feature of edge strength is adaptively integrated into hierarchical segmentation, serving as a semantic factor to enclose the relation between HR image segments and real-world objects.

**Methodology**

In the fast hierarchical segmentation (FHS) method, the watershed transform (Vincent and Soille, 1991) is first applied on multispectral image gradient (Xiao et al., 2010) to produce over-segmented initial segmentation. Then, the region adjacency graph (RAG) (Trémeau and Colantoni, 2000; Felzenszwalb and Huttenlocher, 2004) and the linear nearest neighbor graph (LNNG) are defined on the initial segmentation. Based on the graph model, the hierarchical region merging process is performed to build the segment tree, which represents the hierarchical structure of the image. Finally, multi-resolution segmentations are produced by cutting the segment tree at different levels.

**Linear Nearest Neighbor Graph**

The regions in initial segmentation are labeled first (Figure 1a). Then, the RAG, \( G = (V, E) \), is constructed, as shown in Figure 1b. \( V \) represents all the nodes \( \{v_i\} \), and \( E \) represents the set of all the arcs \( \{e_{ij}\} \). In a RAG, a node \( v_i \) represents a region, and an arc \( e_{ij} \) connects two adjacent nodes \( v_i \) and \( v_j \), indicating the adjacency between the two nodes. RAG is a weighted undirected graph. The arc weight represents the similarity between its two adjacent nodes. Setting the node number as \( N \) and the mean degree of nodes as \( c \), then the arc number is \( (cN)/2 \) in RAG. When finding the globally most similar pair of adjacent regions in hierarchical segmentation, the best arc should be searched out from all the arcs.

In order to reduce the solution space, combined with RAG, a possible NNG (Haris et al., 1998) of Figure 1b can be defined as Figure 1c. NNG is a directed graph. In NNG, the out-degree of each node is equal to one. The arc starts from a node and is directed to its most similar neighbor. In addition, a cycle in NNG is defined as a sequence of connected nodes in which the starting and ending nodes coincide. However, in this paper, the node number in a cycle is limited to two, which means that a cycle is composed of two mutual best neighbors, such as the node \( v_i \) and \( v_j \) in Figure 1c. The globally most similar pair of adjacent nodes in RAG must belong to the cycles in NNG. Since the number of cycles is no larger than \( N/2 \) (Haris et al., 1998), the solution space is significantly reduced by searching the best pair of neighbors among all the cycles in NNG, rather than among all the \( (cN)/2 \) arcs (Kurita, 1995) or among all the \( N \) shortest arcs of each node (Beaulieu, 1990; Gofman, 2006) in RAG. However, the NNG-based method needs to scan the second-order neighborhood of a new region.

![Figure 1. (a) Five-partition image, (b) corresponding RAG, and (c) a possible NNG.](image)

Inspired by the work of Gofman (2006), the linear nearest neighbor graph (LNNG) is proposed, which performs in time linear to the neighborhood size of a new region in the region merging iteration.

The data structure of RAG and LNNG is defined as below. First, the array of arcs \( E \) is constructed, recording pointers to the adjacent nodes. Then, the array of nodes \( V \) is constructed. With each node \( v_i \), a list \( L_i \) of pointers to incident arcs is associated. In addition, a list \( Q \), where each member \( q_k \) points to the shortest arc connected to node \( v_i \), is also constructed. When \( q_k \) and \( q_j \) point to the same arc \( e_{ij} \), the corresponding nodes of \( v_i \) and \( v_j \) form a cycle, and \( e_{ij} \) is called the cycle-arc. A priority queue is constructed to record the cycle-arcs. The cycle element is the pointer to cycle-arc, and the arc weight is being prioritized. The queue height \( B \) is equal to the number of cycle-arcs, which is no greater than \( N/2 \).

The difference of the data structure between NNG and LNNG is the list \( Q \) recording the shortest arc for each node, which allows LNNG to avoid having to scan the second-order neighborhood.

**Segment Tree from Hierarchical Merging**

In hierarchical segmentation process, the globally most similar pair of adjacent regions is merged iteratively. Each merging iteration includes two stages: merging two regions, and updating the arc weight and queue.

The globally most similar pair of adjacent nodes \( v_i \) and \( v_j \) is connected by the arc \( e_{ij} \) pointed by the top of the priority queue. After merging \( v_i \) and \( v_j \), the new node is assigned as \( v_t \) in order to reduce the computational complexity. Then, the merging stage includes: (a) remove \( e_{ij} \) from both \( L_i \) and \( L_j \), replace node \( v_i \) to \( v_t \) in the arc points by \( L_t \), and append \( L_t \) to \( L_q \), (b) remove the redundant arcs connecting the same adjacent nodes in \( L_t \), and (c) recalculate the features of \( v_t \). The process of merging two nodes is similar for different graph-based region merging algorithms.

When updating the weight of arcs connected to the new node \( v_t \), in addition to recalculating all the arc weights, the emphasis is to re-determine the shortest arcs for the new node \( q_t \) and all its adjacent nodes \( \{q_{q_t}\} \). To begin with, the list \( L_t \) is scanned. For each arc \( e_{ij} \) in \( L_t \), which connects node \( v_t \) and \( v_t \), if its weight \( \omega_{ij} \) is less than the weight of the shortest arc pointed by \( q_t \), then it needs to scan \( L_t \) to re-determine \( q_t \) by finding the new shortest arc in \( L_t \). Altogether, if \( q_t \) is changed and at the same time the arc pointed by the old \( q_t \) is a cycle-arc, remove the old cycle-arc from the priority queue. After scanning \( L_t \), \( q_t \) is updated by finding the shortest arc in \( L_t \).

The first step in updating the priority queue is the removal of the arc from the top of the queue. Then, if the shortest arc connected to the new node \( v_t \) points to a cycle-arc, add it in the queue. Finally, scan \( \{q_t\} \) corresponding to all the adjacent nodes \( \{v_t\} \) of \( v_t \). If any new cycle-arc emerges in \( \{q_t\} \), add it in the queue.

Since the complexity of the merging stage is similar for different graph-based region merging methods, the focus is on analyzing the complexity of the updating strategy. For LNNG, the complexity of the updating stage is \( O(h^2 + \beta \log(B)) \), where \( h \) is the total length of the lists scanned to update the arc weights in \( L_t \), to re-determine the shortest arcs \( \{q_t\} \), and to find new cycle-arcs in \( \{q_t\} \). Hence, \( h \) is equal to the length of \( 2L_t + L_q \), \( \beta \) is the number of modified cycle-arcs, compared with the NNG method, in which the complexity of updating stage is \( O(h^2 + \beta \log(B)) \), the difference exists between \( h \) and \( h^2 \). The \( h^2 \) denotes the second-order neighborhood size of the new node, which is equal to the sum degree of the new node and all its adjacent nodes, whereas \( h \) in LNNG method is
linear to the neighborhood size. In terms of the SEGEN method, the complexity of updating stage is \( O(h_2 + p \log_3(N)) \), where \( p \) is the number of modified shortest arcs in \( Q \). Comparing LNNG with SEGEN, since the times number of updating the cycle-arcs is less than that of updating the shortest arcs, and the queue height of \( B \) is also less than \( N \), the complexity of LNNG is significantly reduced.

At each merging iteration, the labels of two merged nodes are recorded in a list \( ML \). As the merging process proceeds to that only one region remains, there are \( N - 1 \) records in \( ML \), through which the segment tree is constructed, as shown in Figure 2. In the segment tree, a node represents a segment, and the links between nodes at different levels indicate set inclusion. The segments are getting coarser along with the increase of level. The root of the tree represents the whole image, and the leaves indicate initial segments. When cut-

Figure 2. In the segment tree, a node represents a segment, and the links between nodes at different levels indicate set inclusion. The segments are getting coarser along with the increase of level. The root of the tree represents the whole image, and the leaves indicate initial segments. When cut-

Merging Criterion with Adaptive Edge Penalty
The arc weight in RAG is calculated according to the merging criterion. A small arc weight indicates that two adjacent regions tend to have greater possibility to be merged. Then, the local statistic, such as edge strength \( (ES) \), can be incorporated in the merging criterion, where a greater penalty is applied to strong edge and a lesser penalty to weak edge. Furthermore, the edge penalty term can be replaced by a monotonically increasing function of edge strength.

Since the initial watershed segmentation has one-pixel-wide region boundaries, edge strength is calculated in terms of the boundary pixels. Supposing that \( R_1 \) and \( R_2 \) are the two neighboring regions astride the common boundary, the edge strength of a boundary pixel \( (PES) \) is calculated based on the spectral difference between the \( R_1 \) pixels and \( R_2 \) pixels in its 6-neighborhood, as shown in Figure 3. Then, \( ES \) of the common boundary is calculated according to:

\[
ES = \sum_{i=1}^{n} PES_i / n
\]

where \( n \) is the pixel number of the common boundary, and \( PES_i \) is the edge strength of boundary pixel \( i \).

As recommended by Yu and Clausi (2008), it is better to avoid choosing a single edge penalty function for a variety of scenes and applications. Moreover, since at the initial merging iterations, the segments are small and far from semantically meaningful, especially, there are some tiny structures associated with strong edges. In this case, the incorporation of strong edge penalty may produce meaningless segments, which in turn would make the segmentation even worse. Therefore, the effect of edge penalty should be weak at the initial stages and increased gradually along with the merging process. Then, the penalty function can be formulated as

\[
g(ES) = \exp(-\epsilon/ES),
\]

where \( \epsilon \) is the parameter adjusting the strength of edge penalty. As shown in Figure 4, supposing \( ES \) has been normalized to \([0, 1]\), along with the increase of the tuning parameter \( \epsilon \), the...
Four HR images (T1, T2, T3, and T4) are used to test the FHS method. The parameters of the test images are presented in Table 1. T1 and T2 were sharpened to 0.6 m using the pansharpening method proposed by Zhang (2002). T1 and T2 are for an urbanized landscape, while T3 and T4 are for a rural area.

Two supervised evaluation methods are chosen to check the segmentation performance, including the method $E$ (Carleer et al., 2005) and the Rand index ($RI$) (Rand, 1971). Reference segmentations of T1 and T2 are produced by human interpretation, as shown in Figure 6a and 6b, respectively.

The indicator of $E$ is calculated based on the number of mis-segmented pixels in the segmented images compared with the reference segmentation, indicating the segmentation precision. According to $E$, the rightly-segmented ratio ($RR$) is defined as:

$$RR = \frac{\sum_{k=1}^{N_{seg}} C_k}{S},$$

where $N_{seg}$ is the number of regions in the segmented result, $C_k$ represents the number of rightly-segmented pixels in segment $k$, and $S$ is the total number of pixels in the image. The rightly-segmented pixels for a segment are defined as those in the largest part when intersecting the segment with a reference region.

The indicator of $RI$ is the measure of correspondence between the segmented result and the reference segmentation based on how pixel pairs are labeled in the contingency table. The $RI$ indicating the agreement probability is adopted, which is defined as:

$$RI = \frac{A}{S(S-1)/2}.$$

where the denominator represents the total number of pixel pairs in the image, and $A$ represents the number of pairs in which the pixels are placed in the same or different labels in both the segmented result and the reference segmentation. Hence, before calculating $RI$, each region should be assigned a unique label in both the segmented result and the reference segmentation.

The multi-resolution segmentation method integrated in the commercial image analysis software eCognition® is adopted to make a comparison with FHS. eCognition® uses the local mutual best region growing strategy, and the merging criterion includes the region size, spectral standard deviation, and a combined shape factor of compactness and smoothness (Baatz and Schäpe, 2000). In order to highlight the difference caused by the edge penalty function in FHS, the spectral weight of eCognition® is set as 0.9.

Finally, the features of region size ($a_1$ and $a_2$), CStd, and the edge penalty function are multiplied to form the merging criterion ($MC$):

$$MC = (a_1 + a_2) \text{CStd} g(ES).$$

### Table 1. Parameters of the Test Images

<table>
<thead>
<tr>
<th>Platform</th>
<th>Size (pixels)</th>
<th>Spatial resolution</th>
<th>Band combination</th>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1 QuickBird</td>
<td>644 $\times$ 497</td>
<td>0.6 m</td>
<td>NIR, R, G</td>
<td>Nanjing, China</td>
</tr>
<tr>
<td>T2 QuickBird</td>
<td>658 $\times$ 504</td>
<td>0.6 m</td>
<td>NIR, R, G</td>
<td>Hangzhou, China</td>
</tr>
<tr>
<td>T3 WorldView</td>
<td>512 $\times$ 512</td>
<td>2.0 m</td>
<td>R, G, B</td>
<td>Xuzhou, China</td>
</tr>
<tr>
<td>T4 Aerial</td>
<td>1000 $\times$ 800</td>
<td>0.5 m</td>
<td>R, G, B</td>
<td>Changzhou, China</td>
</tr>
</tbody>
</table>
region number is used to indicate the segmentation scale, where small region number indicates coarse scale and large region number corresponds to fine scale.

For the multi-resolution segmentations of T1 and T2, the RR differences between FHS results with edge penalty or not are weak, which shows that the edge penalty function cannot

Based on the reference segmentation of T1 and T2 (Figure 6), a set of multi-resolution segmentations of FHS and eCognition® are evaluated according to RR and RI. In order to show the effectiveness of the adaptive edge penalty function, the segmentation results of FHS without edge penalty are also evaluated. The evaluation results are shown in Figure 7. The RR represents the rightly-segmented ratio, and RI represents the Rand index.

Figure 6. The reference segmentation of QuickBird test image (a) T1 and (b) T2.

Figure 7. Supervised evaluation results of multi-resolution segmentations of T1 and T2: (a) RR for T1, (b) RI for T1, (c) RR for T2, and (d) RI for T2. RR represents the rightly-segmented ratio, and RI represents the Rand index.
improve the segmentation precision significantly. On the other hand, the RR values of FHS results are about 5 percent higher than those of eCognition® results. In terms of the RI measure, the performance of eCognition® and FHS without edge penalty is similar, but both of them are not as good as FHS, showing that the FHS results have greater correspondence to the reference segmentations. This result is owing to the semantic performance of the adaptive edge penalty function. In other words, the incorporation of adaptive edge penalty function helps to enclose the relation between the segmented result and the reference segmentation, which describes the real-world objects by human interpretation.

Typical FHS and eCognition® results of T1 are shown in Figure 8a and 8b, and those of T2 are shown in Figure 8c and 8d, respectively. The region number of FHS results are the same as those of eCognition® results. From visual assessment, both FHS and eCognition® can distinguish different objects accurately. However, the segmentation pattern of FHS seems much “cleaner” than that of eCognition®. An object would be represented by a single segment in FHS result, while it could be decomposed into several segments in the eCognition® result, especially near the boundaries. The difference mainly results from the adaptive edge penalty function in FHS, which helps to remove the “fake” edges within objects.

Figure 9 further shows the effectiveness of the adaptive edge penalty function. Figure 9b and 9d are subsets from FHS results in Figure 8a and 8c, respectively. Figure 9a and 9c are corresponding subsets of FHS results without edge penalty, respectively. The region number is set the same. Compared with the FHS results without edge penalty, some wrong segment boundaries are eliminated in FHS results. Moreover, some meaningless weak edges are removed in FHS results to generate single segments representing the real-world objects.

The multi-resolution FHS results of T3 are presented in Figure 10 to show whether they can represent the multi-scale real-world objects very well. The fine-scale result is shown in Figure 10a with 300 regions. At this scale, different objects are distinguished with each other. Even the small objects, such as boats, single houses embedded in trees, and footpaths, are described as single segments. In the medium-scale result of Figure 10b, there are 148 regions. At this scale, the small objects are merged with their adjacent similar regions. Some large objects of forest, village, road, river, and farmland are formed. When the segmentation reaches the coarse scale as in Figure 10c, there are only 70 regions remaining. The forest, bare soil, and impervious surface are segmented into single objects, and the dark-toned and light-toned farmlands are merged into large single objects, respectively.

Figure 8. Visual comparison of FHS and eCognition® results: (a) FHS result of T1 with 465 regions, (b) eCognition® result of T1 with 465 regions, (c) FHS result of T2 with 429 regions, and (d) eCognition® result of T2 with 429 regions.
Figure 9. The effectiveness of adaptive edge penalty in FHS: (a) and (c) are FHS results without edge penalty; (b) and (d) are FHS results with edge penalty.

Figure 10. Multi-resolution FHS results of WorldView test image T3. The region number is 300, 148, and 70 in (a), (b), and (c), respectively.
Two FHS results of T4 are shown in Figure 11. The fine-scale segmentation result in Figure 11a has 80 regions. This result is suitable for the detailed analysis or extraction of small objects such as country lanes, embankment, small ponds and small canals because they are described as single objects. In the coarse-scale result of Figure 11b, there are only 30 regions; the large objects of farmland, forest, bare soil, river, and large ponds are segmented as single regions. At this scale, small objects are merged, while only large objects remain, which is suitable for the coarse-scale analysis.

The segmentation time performed on a laptop computer with CPU of 2.6 GHz is shown in Table 2. Four larger test images of T'1, T'2, T'3, T'4 are used, which are from the same scenes as T1 through T4, respectively. The hierarchical region merging process based on NNG (Haris et al., 1998) and SEGEM (Gofman, 2006) is applied on the same watershed initial segmentation as FHS, using the same merging criterion. The difference among NNG, SEGEM, and FHS is the complexity of the stage of updating arc weights and queue. The merging time does not take the watershed transform into account. The results show that SEGEM takes much more time than FHS. Comparing FHS with NNG, since there is no need to scan the second-order neighborhood with the benefit of LNNG, FHS reduces the segmentation time by 5 percent to 10 percent. FHS runs slower than eCognition® because the complexity of hierarchical merging strategy is higher than that of the local-oriented merging strategy. However, the segmentation time of FHS is still endurable. Moreover, it is extremely fast to cut the segment tree to produce multi-resolution segmentations.

Conclusions

The fast hierarchical segmentation method (FHS) was proposed to segment high-resolution remote sensing (HR) images in this paper. FHS is totally unsupervised, and the only user-defined parameter is the region number in segmentation result, which determines the segmentation scale directly. An adaptive edge penalty function is incorporated in FHS, using the gradually increased edge penalty function parameter of mean edge strength, which is self-adaptive to various images. Both the supervised evaluation and visual analysis of segmentation results of different test images show that the adaptive edge penalty function performs as an effective semantic factor. It cannot improve the segmentation precision significantly, but it helps to remove meaningless weak edges within objects and produce semantic segments represent the real-world objects very well.

In order to accelerate the graph-based hierarchical segmentation process, the nearest neighbor graph (NNG) model was improved to the linear nearest neighbor graph (LNNG)

![Figure 11. Multi-resolution FHS results of the Aerial test image T4. There are 80 and 30 regions in (a) and (b), respectively.](image-url)
model. LNNC has the lowest priority queue height, and it does not need to search the second-order neighborhood during the merging iteration. The experiment shows that LNNC helps to reduce the segmentation time by 5 percent to 10 percent than NNG.

The hierarchical segmentation process acts as a tool to transform the graph model to a segment tree. Then, multi-resolution segmentations can be generated by cutting the segment tree at different levels without repeating the hierarchical merging process. The segment tree represents the nested multi-scale objects and can export multi-resolution results in time linear to the image size, which makes it quite useful because the problem of optimal scale for various objects is still unsolved. The fine-scale FHS results describe small objects very well, while large objects are unnecessarily decomposed into several segments at such scales. On the other hand, in the coarse-scale FHS results, the main structures are described as single objects, whereas some small objects are eliminated at these scales. Hence, when applying FHS results to successive analysis task, it needs to generate multi-resolution segmentation results in order to provide suitable scales for various objects.

Future research would focus on expanding the segment tree to the hierarchical representation of image content. The expansion task includes the integration of more effective features and the adaptive way of combining different features.
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